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Basic Formalisms
COGNITIVE AND METACOGNITIVE
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Explanatory Metacognition
Expectations
◦ Expectation failure when 𝑠𝑒 ≠ 𝑠𝑐

Metacognitive Expectation Failure
◦ Mental state 𝑠𝑀 = (𝑣1, 𝑣2, … , 𝑣𝑛)

◦ Mental action 𝛼𝑀

◦ Metacognitive expectation (𝑠𝑖
𝑀, 𝛼𝑖

𝑀, 𝑠𝑖+1
𝑀 )

◦ Example (𝑔𝑐 ∈ 𝑠𝑖
𝑀, 𝑃𝑙𝑎𝑛, 𝜋 ∈ 𝑠𝑖+1

𝑀 )

Potential Responses 𝒈𝒄
𝑴

◦ Change reasoning method

◦ Change the goals

◦ Learn new knowledge
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Formalisms (Cognitive)
State Transition System: possible states and actions, 
successor function

Σ = (𝑆, 𝐴, 𝛾)

Successor Function: returns next state given current 
state and action

𝛾: 𝑆 × 𝐴 ⟶ 𝑆

Problem Solution: a sequence of actions (plan) 
𝜋 = 𝛼1 | 𝜋 2…𝑛 = ⟨𝛼1, 𝛼2…𝛼𝑛⟩

Plan Execution: starting from the initial state (𝑠0) 
results in the goal state (𝑠𝑔)

𝛾 𝑠0, 𝜋 = 𝛾 𝛾 𝑠0, 𝛼1 , 𝜋 2…𝑛 → 𝑠𝑔⊨𝑔
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Formalisms (Metacognitive)
Self-Model
◦ Ω = (𝑆𝑀, 𝐴𝑀, 𝜔)

Cognitive Transition Function
◦ 𝜔: 𝑆𝑀 × 𝐴𝑀 → 𝑆𝑀

Cognitive Trace

◦ 𝜏 = 𝑠0
𝑀, 𝛼1

𝑀, 𝑠1
𝑀, 𝛼2

𝑀, … , 𝛼𝑛
𝑀, 𝑠𝑛

𝑀
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The MIDCA Architecture
THE METACOGNITIVE INTEGRATED DUAL -CYCLE ARCHITECTURE 
(MIDCA)
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Executive Metacognition

World =Ψ

Memory
Mission & 

Goals( )

World Model (MΨ)

Episodic Memory

Semantic Memory 

( ) & Ontology

Plans( ) & 

States( )

Problem

Solving

Comprehension

goal change goal input

goal

insertion

Intend

Act
(& Speak)

Plan

Evaluate

Perceive
(& Listen)

Interpret

Goals

subgoal

Goal

Actions

MΨ

Hypotheses

MΨ

MΨ

State

The 
Metacognitive 

Integrated 
Dual-Cycle 

Architecture 
(MIDCA)

Detect

Explain

Formulate

problem

XP

𝑔𝑛

state



11/18/2021 #PAPER01-COX 12

goal change

Intend

Controller

Plan

Evaluate

Monitor

Interpret

Meta Goals

goal

insertionsubgoal

Goal
Hypotheses

Algorithms Trace

Meta-Level

Control
Introspective 

Monitoring

Memory

Reasoning Trace 

( )

Strategies (△)

Metaknowledge

Self Model ( )

Mental Domain = Ω

The Meta-Level 
of MIDCA



The Problem Domain
AND AN EXAMPLE
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The Plant Protection Domain

GOALS TO ACHIEVE

❖ Native Plants Preserved

❖ Invasives Dead

ACTION MODELS

❖ Move

❖ Spray

❖ Communicate
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Plant Protection Example
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MIDCA Specifics
Mental State is a 7-tuple

◦ 𝑠𝑖
𝑀 = (𝑔𝑐 , ෠𝐺, 𝜋𝑘 , 𝑀Ψ, 𝐷, 𝐸, 𝛼𝑖)

Mental Actions are from the set
◦ 𝐴𝑀 = {Perceive, Detect−Discrepancies, Explain, Goal−Insertion,Evaluate, Intend, Plan, Act}

Metacognitive Expectation

◦ (𝑑𝑖𝑠𝑐𝑟𝑒𝑝𝑎𝑛𝑐𝑦 ∈ 𝑠𝑖
𝑀, Explain, 𝑒𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑖𝑜𝑛 ∈ 𝑠𝑖+1

𝑀 )

Learning Goal
◦ (𝑙𝑒𝑎𝑟𝑛𝑒𝑑 𝑠𝑝𝑟𝑎𝑦 𝑠𝑖+1)
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Achieving a Learning Goal
FOIL learns a horn clause
◦ spray (pos1, time2) :- spray (pos0, time1), adj_time (time2, time1), adj_north (pos0, pos1)

Conditional Effect translated into spray operator
◦ (forall (?pos - mapgrid)

(when (and (adj_north ?to ?pos))
(and (not (native-at ?pos))(not (invasive-at ?pos)) )))
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Experiments 
EMPIRICAL EVALUATION OF METACOGNITION
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Experimental Design
Standard Planning Agent
◦ No metacognition, no learning, no goal reasoning

Metacognitive/Learning Agent

Plants Placed Randomly – only one plant per cell

Parameters
◦ Ratio - native:invasive held constant

◦ Number of Goals - range from 1 to 20

◦ Number of Trials - 100 for each (thus, 2000 per experiment)
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Empirical Results for Experiment 1
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Performance As a Function of 
Problem Complexity

Ratio of native to invasive: 75:25



Empirical Results for Experiment 2
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Performance As a Function of 
Problem Complexity

Ratio of native to invasive: 60:40
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❖ Open-source Code available at https://github.com/COLAB2/midca

❖ Integrating cognition and metacognition is hard in any domain
◦ Much still in preliminary stages, but exciting results are emerging

◦ Previous results at the cognitive level and the state of the art in the planning community suggest that 
solutions to more complex metacognitive problems are feasible

❖ The Future is interesting

Conclusion



Backup Slides
INTERACTIONS OF GOAL OPS
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Meta-level Explanation
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Meta-level PDDL Operator
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(:action perform-learning

:parameters (?op - operator ?current-state - state)

:precondition

(and

(has-discrepancy ?current-state)

(outdated ?op)

(caused_discrepancy ?op )) 

:effect

(and

(learned ?op ?current-state))

)


