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Research Problem

Motivation:

• Agents capable of learning in unknown environments

• Building an exploration-focused planning system

Assumptions:

• Agent does not require a goal, but can be tasked in a goal-directed manner

• Agent does not require a complete action model

• Agent does not have an extrinsic reward function

• Symbolic state representation

3



An Example Domain: 
Dungeon Crawl Stone Soup (DCSS)
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For more details on DCSS see:
https://github.com/dtdannen/dcss-ai-wrapper



Motivation for Real-World Domains

• Complex real-world domains may not be fully modelled

• Domains may change over time (open-world novelty)

• Maintaining an accurate action model will aid in task achievement
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Related Work

Intrinsically motivated reinforcement learning 

• Exploration-based rewards (Hester and Stone 2017)

• Intrinsic motivations based on appraisal dimensions: novelty, motivation, control, and valence 
(Sequeira, Melo, and Paiva 2011)

Difference from intrinsic RL – we consider a goal-directed agent

Inductive Learning for constructing action models

• Heuristic guided search (Hayes-roth and McDermott 1978; Vere 1980; Watanabe and Rendell 1990)

• Greedy algorithms: FOIL (Quinlan 1990)

• Learning from expert traces: OBSERVER (Wang, 1995)

Difference from prior inductive learning of action models work:
• Eliminating the need for expert traces
• Agent actively performs information gathering by finding new situations and trying actions
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Lifted Linked Clause (LLC)

• LLC definition:
• A lifted subset of predicates of a state space AND

• Predicates share at least one variable across their arguments

• More formally, an LLC is a first-order relational conjunct 

𝑐1 ∧ 𝑐2 ∧ …∧ 𝑐𝑛

that refers to one or more existentially quantified variables and is           
satisfied by some states 𝑆′ ⊂ 𝑆

• An LLC is active if it unifies with the current state
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Lifted Linked Clause (LLC)

• First, by example: agent on the same tile as a shaft:

agent-at(5, 7)
shaft-at(5, 7)

{agent-at(?X1, ?Y1),
shaft-at(?X1, ?Y1)}Tile1

Image
Symbolic 
State

LLC

For reference, the agent on a regular (non-shaft) tile:

10



Lifted Linked Clause (LLC)

• Another example: agent in front of a closed door:

closed-door (5, 3)

agent-at(5, 2)

north(3, 2)

{agent-at(?X1, ?Y1),
closed-door(?X1, ?Y2),
north(?Y2, ?Y1)}

Tile1

Tile2

Image
Symbolic 
State

LLC
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Lifted Linked Clause (LLC)

• Another example: agent east of a monster:

monster-at(5, 1) agent-at(4, 1)

west(5, 4)

{agent-at(?X1, ?Y1),
monster-at(?X2, ?Y1),
west(?X2, ?X1)}

Tile1Tile2

Image Symbolic 
Annotation

LLC
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Multiple LLCs are often active in a single state
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{agent-at(?X1, ?Y1),
monster-at(?X2, ?Y1),
east(?X2, ?X1)}

Monster east of 
agent

{agent-at(?X1, ?Y1),
monster-at(?X2, ?Y2),
east(?X2, ?X1)}
north(?Y2, ?Y1)}

Monster northeast 
of agent

{agent-at(?X1, ?Y1),
empty(?X2, ?Y1),
west(?X2, ?X1)}

There is an open tile 
west of the agent
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Exploratory Planning Agent Architecture
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Agent 
Architecture

• Interaction History:
• Collection of every < 𝑠𝑖 , 𝑎𝑖 , 𝑠𝑖+1 > transition experienced 

by agent: 

(< 𝑠0, 𝑎0, 𝑠1 >,< 𝑠1, 𝑎1, 𝑠2 >,… )

• Domain Model:
• Current preconditions and effects model for every action

• Transition Model Learner:
• Off-the-shelf tool: ILASP

• “Inductive Learning of Answer Set Programs”
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Transition Model Learner

• We used Inductive Learning of Answer Set Programs (ILASP)
• Law, M., Russo, A., & Broda, K. (2015)

• To learn preconditions, we apply ILASP
• Positive examples are transitions where 𝑠𝑖 ≠ 𝑠𝑖+1
• Negative examples are transitions where 𝑠𝑖 = 𝑠𝑖+1

• To learn effects, we take every transition < 𝑠𝑖 , 𝑎𝑖 , 𝑠𝑖+1 > for an action 
𝑎𝑖 and if 𝑠𝑖 ≠ 𝑠𝑖+1 we perform a state diff between 𝑠𝑖 and 𝑠𝑖+1
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Agent 
Architecture

• Controller:
• If in a new situation (new LLC is active) 

then try actions that have not been 
tried in this LLC before

• Otherwise call exploration planner

• If no plan, take random action

• Exploration planner:
• Purpose: Reach new situations (where 

new LLCs are active)

• When a plan is executed, either it 
succeeds or fails:

• If Failure: Great, we have collected a 
negative transition for one of our 
actions, which will help update model

• If Success: Great, we have reached a 
new situation and can test new 
actions, helping to update model
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Exploration 
Planner

• Track which actions have 
been taken in which LLCs

• Exploration planner chooses 
an LLC to be a goal among 
LLCs least acted in

• Planning happens using an 
Answer Set Programming 
planner that takes the LLC 
directly as a goal (no 
grounding is necessary)
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Walkthrough Example
State 0
Domain model: Empty
Agent Location: 1,1
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Walkthrough Example
State 15: Agent has successfully moved east 
after trying a number of failed random actions

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

Agent Location: 2,1
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Walkthrough Example
State 41: Agent has moved west 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 1,1
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Walkthrough Example
State 41: Agent has moved west 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 1,1

At this point the agent has taken all actions in the current state (all 
active LLCs) – this triggers exploratory planning
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Walkthrough Example
State 41: Agent has moved west 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 1,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 
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Walkthrough Example
State 41: Agent has moved west 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 1,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.
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Walkthrough Example
State 41: Agent has moved west 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 1,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.

Exploratory Plan is:
1. move-east
2. move-east
3. move-east
4. move-east
5. move-east
6. move-east
7. move-east

Agent

Goal
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Walkthrough Example
State 42: Agent has moved east 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 2,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.

Exploratory Plan is:
1. move-east
2. move-east
3. move-east
4. move-east
5. move-east
6. move-east
7. move-east

Agent
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Walkthrough Example
State 43: Agent has moved east 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 3,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.

Exploratory Plan is:
1. move-east
2. move-east
3. move-east
4. move-east
5. move-east
6. move-east
7. move-east

Agent
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Walkthrough Example
State 44: Agent has moved east 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 4,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.

Exploratory Plan is:
1. move-east
2. move-east
3. move-east
4. move-east
5. move-east
6. move-east
7. move-east

Agent
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Walkthrough Example
State 45: Agent has moved east 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 5,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.

Exploratory Plan is:
1. move-east
2. move-east
3. move-east
4. move-east
5. move-east
6. move-east
7. move-east

Agent
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Walkthrough Example
State 46: Agent failed to move east 

Domain model:
move-east(?X1, ?Y1):

pre: (and
(agent-at ?X1, ?Y1)
(east ?X2 ?X1)
(not (wall ?X2 ?Y1)))

move-west(?X1, ?Y1):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X2 ?X1))

Agent Location: 5,1

Exploratory planning chooses the following goal:
{(agent-at ?X1, ?Y1), (closed-door ?X1, ?Y2)} 

This LLC represents the context where an 
agent is in a tile that shares a X-value with a 
closed-door cell.

Exploratory Plan is:
1. move-east
2. move-east
3. move-east
4. move-east
5. move-east (FAIL)
6. move-east
7. move-east

Agent
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Experimental Setup

• Domain model with no preconditions and effects for actions
• Predicates and action signatures are given
• 24 actions:

• 8 cardinal directions
• 8 actions to open door in each cardinal direction
• 8 actions to close door in each cardinal direction

• Static and fully observable scenarios
• Pre-processing step: generate all LLCs up to a certain size (n=2) for each agent
• Three agents:

• Random
• Explore Local: Choose action taken the least among all currently active LLCs

• No planning, only choosing next action
• Planning: 

• Same as explore local, except when current state is fully explored -> attempt planning to reach 
state with an active LLC for which no actions have been tried
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Experimental Setup

• Two scenarios inspired by DCSS

Scenario 1 Scenario 2
34



Hypotheses

[H1] All agents will be able to learn some action preconditions from 
collected interactions.

[H2] The Explore Local Agent will learn better preconditions for more 
actions than a baseline agent taking only random actions.

[H3] The Explore Local Agent will explore more of its environment than 
the random baseline agent.

[H4] The Planning Agent will learn better preconditions for more 
actions than both Explore Local Agent and the random baseline agent.

[H5] The Planning Agent will explore more of its environment than 
both the Explore Local Agent and the random baseline agent.

35



Results: Exploration of Scenario 1

Average performance over three trials
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Results: Exploration of Scenario 2

Average performance over three trials 37



F1 Scores per Each Action Model

• Special evaluation required
• Cannot just compare action models learned vs. static hand-coded “correct” 

models – what if agent learns a valid action model that’s different?

• Example:

move-east(?X1, ?X2):
pre: (and

(agent-at ?X1, ?Y1)
(east ?X2, ?X1)
(not (wall ?X2, ?Y1)))

move-east(?X1, ?X2):
pre: (and

(agent-at ?X1, ?Y1)
(west ?X1, ?X2)
(not (wall ?X2, ?Y1)))

=
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Careful Evaluation of F1 Scores

• Need to create test scenarios, compare resulting state from learned 
action against ground-truth action

16 scenarios used to test all actions (8 open-door test scenarios not shown)
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Results: F1 
Score of Each 
Action –
Scenario 1
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Results: F1 
Score of Each 
Action –
Scenario 2
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Summary

• Strong evidence for hypotheses H1 and H5:
• [H1] All agents will be able to learn some action preconditions from collected 

interactions.
• [H5] The Planning Agent will explore more of its environment than both Explore 

Local Agent and the random baseline agent.

• Support for hypotheses H2, H3, H4, however not strictly true:
• [H2] The Explore Local Agent will learn better preconditions for more actions than a 

baseline agent taking only random actions.
• Scenario 2 – random learned a better model for ‘move_se’ than explore_local

• [H3] The Explore Local Agent will explore more of its environment than the random 
baseline agent.
• Only after enough actions taken

• [H4] The Planning Agent will learn better preconditions for more actions than both 
the Explore Local Agent and the random baseline agent.
• True for most actions
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Summary (2)

• Solution to guiding planning and acting with 
incomplete action model

• Lifted Linked Clause (LLC) is a potential approach to 
representing contexts to guide exploration
• Potential scaling issues, small LLCs are still useful

• Exploratory planning increases accuracy of learning 
action model over time vs. baselines

• Many avenues for future work:
• Learning goals vs. achievement goals
• Dynamic environments
• Partially observable environments
• Integrate into a larger cognitive architecture
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Additional Material
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Lifted Linked Clause (LLC)

We say an LLC having n terms is of 
size n.

An upper bound 𝐶 on the number of 
possible LLCs for a given size 𝑛 is:

𝐶 =
𝑀! × 2 × |𝑃|

𝑛

Given 𝑃 predicates in a domain, and 
𝑀 maximum number of arguments 
for a single predicate 𝑝 ∈ 𝑃
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PDDL for Scenario 1
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Agents Using LLCs 

1. Generate all LLCs up to a certain size (n=2)

2. Determine all LLCs active in the current state

3. Track which actions are executed per LLC (if active)

4. Use step 3 to inform action selection and goal selection
1. If in a state with a new active LLC, try out new actions

2. If fully state is fully explored w.r.t. actions, choose LLC that has never been 
visited as new goal
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